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ABSTRACT
Caches are one of the key features of modern processors as they
help to improve memory access timing through caching recently
used data. However, due to the timing di�erences between cache
hits and misses, numerous timing side-channels have been discov-
ered and exploited in the past. In this paper, Computation Tree
Logic is used to model execution paths of the processor cache logic,
and to derive formulas for paths that can lead to timing side-channel
vulnerabilities. In total, 28 types of cache attacks are presented: 20
types of which map to attacks previously categorized or discussed
in literature, and 8 types are new. Furthermore, to enable practical
vulnerability checking, we present a new approach that limits the
depth of the execution paths that need to be checked by the Com-
putation Tree Logic, allowing for use of bounded model checking
for Computation Tree Logic based cache security veri�cation using
the new three-step single-cache-block-access model.

CCS CONCEPTS
• Security and privacy→ Side-channel analysis and counter-
measures; • Theory of computation → Modal and temporal
logics; Veri�cation by model checking;
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1 INTRODUCTION
With conventional processor caches, when a memory access is
made, �rst, the memory address is checked to see if the data is in
the cache, and if data is in the cache, it is called a cache hit, and data
is returned from the cache quickly. If data is not in the cache, it is a
cachemiss, and main memory is accessed to retrieve the data, which
takes longer amount of time. Because of this timing di�erence, it is
possible to use timing of a program execution to determine if its
memory accesses are hits or misses. Furthermore, when �ushing or
evicting a cache block, the timing of these operations depends on
whether the cache block originally had valid data, which can also
reveal the state of the cache block. The di�erent timing information
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can then be used to leak secrets of a victim program, and this has
been exploited by the various cache timing side-channel attacks,
e.g., [1, 5, 7, 21, 30].

To address the security issues of cache timing side-channel at-
tacks, numerous secure processor caches have been designed and
analyzed through simulation and probability analysis in attempt
to prove that the proposed caches indeed prevent attacks [12, 13,
26, 27, 33–36, 39, 40]. Furthermore, to reason about the di�erent
attacks, researchers have classi�ed cache timing side-channels on
basis whether the attacks leverage cache hits or misses and whether
they are access-based or reuse-based, and whether the attacks lever-
age internal or external interference [22, 41]. Especially, [41] made
use of �nite-state machine to model cache architectures and used
mutual information to calculate potential side-channel leakage of
the modeled cache architectures. Meanwhile, [22] used probabilis-
tic information �ow graph to model interaction between a victim
and an attacker program, and used probability of an attack success
to evaluate how well di�erent caches can defend against timing
side-channel attacks.

In contrast to the existing work, this paper is the �rst work to
explore Computation Tree Logic (CTL) [9, 10] to model execution
paths of the processor cache logic, and to derive formulas for paths
which indicate that there is a vulnerability to a potential attack.
Rather than trying to model or simulate attackers, this work explic-
itly enumerates all the possible execution paths that could lead to
an attack. CTL formulas are derived for these execution paths, and
these formulas can be used with existing tools to check if a speci�c
cache architecture is susceptible to one of the attacks. Especially,
behavior of each single cache block can be modeled as a Kripke
structure [23], which is used to describe the �nite-state machine of
the cache logic. Given the CTL formulas, they can be used to verify
if there is at least one path in the computation tree derived from
the Kripke structure that matches the formula, and if so, there is a
potential vulnerability in the design.

The execution paths in computation tree of a cache could be
potentially in�nite. However, we show that any path corresponding
to an attack can be represented as a path with three single-cache-
block accesses steps (step 0, step 1, and step 2 in Section 4). While
the computation tree is still large, it is now bounded in size and all
the paths can be evaluated within this bounded computation tree
to �nd potential vulnerabilities.

Through explicit enumeration of all the possible paths and their
analysis, we have derived CTL formulas for 28 types of cache at-
tacks. Of these attacks, 20 types are in agreement with the existing
cache attack categorizations presented in [22, 27, 41] or correspond
to known vulnerabilities. However, 8 of the types of attacks are
previously not detailed in literature. The 28 CTL formulas can be ap-
plied to evaluate any cache architecture and can check, in bounded
time, if the cache is vulnerable to an attack.

1.1 Contributions
This paper aims to help advance the �eld of veri�cation of proces-
sor caches, and provides logic formulas that can be used to check
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cache implementation against potential cache timing side-channel
vulnerabilities. Our contributions are:
• First use of CTL to model execution paths of the processor
cache logic focusing on side-channel attacks.
• Development of a new, three-step single-cache-block-access
model for modeling all possible vulnerabilities that can lead
to timing side-channel attacks in caches.
• Derivation of 28 types of cache side-channel attacks based
on the three-step single-cache-block-access model, including
8 types of attacks previously not described in the existing
literature in detail.
• Discussion of how to �nd cache timing side-channel vul-
nerabilities in real cache implementations by using the CTL
formulas and bounded model checking.

2 COMPUTATION TREE LOGIC (CTL)
In this paper, we use Computation Tree Logic (CTL) [9, 10] to model
execution paths of the processor cache logic, and to derive formulas
for paths which can lead to attacks. CTL treats time as discrete and
branching, where at each time step the system is in a de�ned state.
It allows one to explore di�erent execution paths that a system may
go through as it executes. The number of the paths depends on the
�nite state machine describing the system. The lengths of the paths
can be in�nite, but bounded paths can be checked (c.f. bounded
model checking [6]).

CTL is one type of temporal logic: temporal logic is the logic that
contains any system of rules and symbolisms to represent, and rea-
son about, propositions quali�ed in terms of time [14]. Propositions
such as “there exists a path that property p holds starting at some
time step until a step where property q holds” enable describing a
system along with changes in its state over time.

There are also other forms of temporal logics, which include
Linear Temporal Logic (LTL) [31] where at every moment in time
there will only be one possible future that “actually takes place” [24].
Interval Temporal Logic (ITL) [2, 3] represents both propositional
and �rst-order logical reasoning about periods of time. It is able
to handle both sequential and parallel composition. Computation
Tree Logic* (CTL*) [15] is a superset of Computation Tree Logic
(CTL) and Linear Temporal Logic (LTL). There are also temporal
logics for Hyperproperties [11], which are able to describe a set
of trace properties and moreover can describe security policies
such as noninterference. For this work, we use CTL as it allows for
enumerating various execution paths and checking if there exists
at least one path that matches a given formula.

2.1 Describing a System for CTL Checking
A system to be checked using CTL needs to be modeled as a �nite-
state machine, which can be described by a Kripke structureM =
< N, I ,� ,R > [23]. N is the �nite set of states in the system and
I ✓ N is the set of initial states. P is the set of Boolean variables
(labels), or some primitive propositions, and � : N ! 2P is the
mapping function of each state to the set of variables that are true
in this state. Finally, R ✓ N ⇥ N is the transition relation between
states of the system.

Given the Kripke structure M and an initial state s 2 I , the
computation tree for the execution of the system can be derived
starting in that state. The tree represents all the possible execution
paths of the system based on all the possible states of the system,
its inputs, and the state transitions.

A path from the root node, s , to a leaf node is called a path
� . There are many paths in a tree. If a tree is unbounded, there
could be in�nite number of paths — later we explain how our work

Table 1: Symbols of CTL formula syntax.

Symbol Description
T rue logical true value
a an atomic proposition

� , �1, �2 valid CTL formulas
¬ negation (unary op.)
^ logical AND (binary op.)
_ logical OR (binary op.)
) logical implication (binary op.)
, logical bi-implication (if and only if, binary op.)
A “for all” operator (along all paths, unary op.)
E “exists” operator (along at least one path, unary op.)
X “next” operator (unary op.)
G “globally” operator (unary op.)
F “eventually” operator (unary op.)
U “until” operator (binary op.)

a
aa

a a a a

a

a a

aa

a

a

a
a

a

(M, s)╞ AX a (M, s)╞ AG a(M, s)╞ AF a 

a
ba

b

a
a

b

(M, s)╞ A[a U b]

(M, s)╞ EX a (M, s)╞ EG a(M, s)╞ EF a (M, s)╞ E[a U b]

b

For all paths next: Is inevitable:

Exists some paths next: Holds potentially:

For all path invariantly:

Potentially always:

For all paths until:

For some path until:

Figure 1: Example paths in computation trees that are true for the
corresponding CTL formulas.

allows for use of bounded trees. If the tree is bounded, a path �F
will have �nite number of states, m, and the �nite sequence of
states s0, s1, ..., sm�1 of �F hold that 80 6 i < m, si * si+1 and
(si , si+1) 2 R. Paths are written as �F = s0 * s1 * s2 * ... *
sm�1, where si is �F [i], indicating the i +1th state in the path. Here
� (�F [i]) 2 2P (0 6 i < m) represents the set of variables that are
true in state �F [i], and* represents the predecessor to successor
relation between states in a path.

2.2 CTL Formula Syntax
CTL formulas can be described using the below syntax:

� ::= True |a |¬� |�1 ^ �2 |�1 _ �2 |�1 ) �2 |�1 , �2 | (1)
AX� |EX� |AF� |EF� |AG� |EG� |
A(�1U�2) |E (�1U�2)

Symbols are explained in Table 1. The quanti�ers over paths (A
and E) are always combined with path-speci�c quanti�ers (X , G , F
andU ). When evaluating CTL formulas, the unary operators bind
stronger than the binary ones. Implication ()) and bi-implication
(,) have the least precedence.

2.3 Semantics Over Paths
CTL formulas are true when there are certain execution paths
in the computation tree for a system that matches that formula.
Di�erent CTL semantics, their names, and examples of paths that
make such formulas true are shown in Figure 1. For example, if
the CTL formula (M, s ) |= EF� holds for a bounded computation
tree of Kripke structureM , there exists at least one state in one of
the paths in the tree where � holds, i.e. � “holds potentially” in the
computation tree.



Cache Timing Side-Channel Vulnerability Checking with Computation Tree Logic HASP ’18, June 2, 2018, Los Angeles, CA, USA

s
0

s
1

s
4

s
2

s
6

ld 
issue

{probe}

{hit}

{miss}

{replace}{bypass}

ISA-level Microarchitecture-level

ld
return

{force
evict}

s
3

{return data}

s
5la

te
n

cy
 ↔

  
ca

ch
e 

h
it

 o
r 

m
is

s

Figure 2: ISA and Microarchitecture level view of cache operation.

3 CACHES AND SIDE-CHANNEL ATTACKS
Operation of a processor cache is realized in the hardware cache
controller logic, which can be described by a �nite state machine.
Each type of a processor cache has a �nite number of states in its
state machine and is deterministic1. The basic unit of a cache is
a cache block. Based on the inputs (memory access requests) the
state of each cache block evolves over time. Changes in the state
of a cache block can be expressed as a path in CTL terminology.
In this work, we show that CTL formulas can be used to describe
execution paths which may lead to an attack; if for a particular
cache state machine the CTL formula is never true, then the cache
is secure against that type of attack.

3.1 Threat Model
To reason about cache attacks, we assume there is an attacker
and a victim sharing the same cache. Third party interference has
equivalent functionality to some victim’s or attacker’s behavior
and is not considered. The attacker cannot directly access the state
machine of the cache logic, but canmake use of the timing di�erence
between hits and misses to derive information about cache accesses
by the victim – a timing side-channel. The attacker is able to observe
its own timing and the timing of the operations of the victim. The
attacker knows at least some of the source code of the victim (e.g.
it can interpret some information from knowing a speci�c cache
block access by a victim). The attacker is also able to force victim
to execute a speci�c function (e.g. attacker can request victim to
decrypt a speci�c piece of data).

3.2 Cache State Machine
A cache hit or miss has a one-to-one mapping to the state in the
processor cache controller logic, and a hit or a miss has direct
relation to the timing. Figure 2 shows the operation of a cache at
two abstraction levels.

At the ISA level, memory access instructions, such as ld (load)
and st (store), are used to access data. When the instruction is
issued, data is requested from the memory subsystem. The cache
block corresponding to the memory address is accessed. When the
instruction is returned, the data is provided to the processor – for a
memory access operation, the latency of the instruction has direct
relation to whether it was a cache hit or cache miss. Similarly, for
a �ush or evict instruction, the latency of the operation re�ects
whether this cache block was an empty cache block (quick because
there is nothing to �ush or evict) or was not empty (slow because
there was data to be �ushed or evicted).

At the microarchitecture level, the cache controller is realized as
a Kripke structure describing the �nite state machine of the cache
logic. A simpli�ed structure is shown in Figure 2; a single memory
1Certain secure caches use randomization to map addresses to cache blocks, but overall
the operation of the cache is still deterministic.

access at the ISA level, corresponds to a set of state transitions at
the microarchitecture level. The �rst state is s0. Proposition “probe”
holds in this state and is used to �nd out if the required data is in
the cache or not. If it is, then s1 state (“hit”) is entered, followed by
s4 state (“return data”). If the data is not in the cache, then s2 state
(“miss”) is entered, followed by s3 state (“replace”) where some
other data is evicted and the requested data is brought into the
cache. Finally, s4 state (“return data”) is entered and state will go
back to s0 (“probe”) to wait for the next request.

Certain secure caches have other states, such as s5 (“force evict”)
or s6 (”bypass”), as shown in the state transition diagram in Figure 2.
Other di�erent possibie states exist as well. The goal of these extra
states is to disrupt the timing of a cache hit andmiss, thus eliminate
the one-to-one correspondence between the timing and whether
hit or miss state was entered.

3.3 Timing Side-Channel Attacks
Because of the time di�erences between hits and misses, conven-
tional processor caches are susceptible to timing side-channel at-
tacks, detailed in surveys such as [16, 28, 32, 42]. In a timing side-
channel attack, there are an attacker,A and a victim,V . The goal for
the attacker is to observe the timing of single cache block accesses
of the victim or itself, and combined with some other knowledge,
to determine what sensitive data the victim is operating on, e.g.,
guess bits of a secret key.

The attacker can themselves access a cache block by making
single cache block accesses, or trigger the victim to make single
cache block accesses, e.g. request victim to do some known compu-
tation, or both. The attacker usually knows what code the victim
is executing, e.g. type of encryption algorithm, but does not know
the victim’s speci�c secrets. For instance, in the Prime + Probe
attack [29], by priming to know some initial state of the cache, then
letting victim execute, and �nally observing the time of its own
accessing to the same cache block, the attacker may extract some
secret information.

4 VULNERABILITY MODELING
This paper proposes a new approach to reasoning about cache tim-
ing side-channel attacks bymodeling execution paths that represent
vulnerabilities to attacks as CTL formula in the form of:

(M, s ) |= EF (E (E (step 0 U step 1) U step 2))

The vulnerability checking can be done by applying such CTL
formulas to a computation tree derived from a state machine of the
cache controller, which will be discussed in Section 5.

In this section, we �rst introduce the three-step single-cache-
block-access model and discuss the possibilities for each step in
Section 4.1. Once all possibilities for each of the steps are described,
then in Section 4.2, speci�c vulnerabilities and their CTL formulas
for the three steps are derived. In Section 4.3, we show why the
three-step model can model all possible n-step attacks.

4.1 Three-Step Single-Cache-Block-Access
Model

For a vulnerability to exist, there needs to be an interference be-
tween the attacker’s access and the victim’s access to the same
cache block, or an interference between two accesses of the vic-
tim to the same cache block. To be able to capture this, one needs
to analyze di�erent possible accesses to a single cache block, de-
noted as “single-cache-block accesses”. Furthermore, at least three
such accesses, or “steps”, are needed to model the cache timing
side-channel attacks.
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Table 2: Six possible conditions for state of a single cache block in
the three-step single-cache-block-access modeling procedure.

Condition Description

V1/A1
A speci�c memory location of the victim or attacker is
brought into the single cache block targeted by and known
to attacker.

Vx

A piece of memory containing data from a range of vic-
tim’s memory addresses is accessed. Attacker knows the
range, but not speci�c addresses accessed. Therefore, the
targeted cache block is potentially accessed by Vx .

VR /AR

Victim or attacker does single-cache-block access to “re-
move” the cache block contents so neither attacker’s
known data nor victim’s data is in the cache. It can be
achieved by using other cache block accessing to evict the
original data, or using �ush instructions like cf lush, or
can be achieved using cache coherence protocol.

?
Attacker has no knowledge about memory location in
this cache block.

First, some memory operation is performed that sets one single
cache block in some known initial state, which is step 0. Then some
action can be done by the victim or attacker, which is step 1, and
�nal action is taken to derive information by observing timing,
which is step 2. The attacker should be able to interpret the victim’s
behavior in step 2, if there is a possible attack.

We identify six possible conditions of a cache block in Table 2.
V1 requires attacker to drive the victim to access speci�c memory
location known by the attacker and put it into the cache block,
while A1 means the attacker directly accessing a speci�c memory
address themselves and putting data at that location. In both cases
attacker knows speci�c address of memory location in the cache
block. Vx is more general than V1, where victim accesses one of
multiple security critical memory addresses (e.g. one of AES S-Box
table entries) and put the data into the cache block, but which
speci�c memory address or which cache block was accessed is not
known. Therefore, potentially the cache block targeted on could
be accessed by Vx . VR or AR requires attacker or victim to remove
(clear or evict) data from a cache block so neither attacker’s known
data nor victim’s data is in the cache. It can be achieved by using
other cache block accesses to evict the original cache block, or by
using �ush instructions like c f lush, or by using cache coherence
protocol among di�erent cache levels or even di�erent CPU cores.?
means the initial contents of the cache block is unknown to attacker.

4.1.1 Modeling Step 0. The initial state of a cache block can
be modeled as step 0. Any of the six conditions in Table 2 can
be achieved by performing one valid single-cache-block access
operation by the attacker or victim.

4.1.2 Modeling Step 1. Once the cache block is in a known state,
for an attack to exist, some interference needs to be created. This
is modeled by step 1. There are �ve possible conditions in this
step: AR , VR , A1, V1 or Vx . ? is excluded as it cannot lead to an
attack – putting the cache block in an unknown state removes
useful information.

4.1.3 Modeling Step 2. The �nal step in any attack is to make
a cache block access to try to observe whether any interference
happened. Here possible conditions are AR , VR , A1, V1 or Vx as the
attacker needs to e�ectively access a memory location to observe its
own fast / slow timing, resulting from whether it is an empty cache
block when trying to remove data (for data removal) or whether
it is a cache hit / miss (for data access), or the victim is driven to
do some cache block access to put corresponding data or remove
data from cache block so attacker can observe victim’s fast / slow

timing. If the observed timing of Step 2 for one single cache block
is always fast or always slow, attacker cannot extract information
from (the lack of) timing change. Therefore, timing change is a
requirement for e�ective attack, but it is not su�cient.?would not
give useful information and is not considered for this step.

4.1.4 Deriving CTL Formula From the Three Steps. Based on the
three steps, CTL formula are derived in the form of: (M, s ) |=
EF (E (E (step 0 U step 1) U step 2)). The possible states for the
steps are inserted in the place of “step 0”, “step 1”, and “step 2”. For
example, if the states in the conditions are A1, Vx , and A1, then the
resulting formula is: (M, s ) |= EF (E (E (A1 U Vx ) U A1)).

4.2 Formulas for Attacks
Table 3 shows exhaustive list of all possible three-step combinations
of conditions for one single cache block. As discussed in the prior
Section, step 0 can be ?, AR , VR , A1, V1 and Vx , step 1 and step 2
can beAR ,VR ,A1,V1 andVx . Based on these, all possible three-step
CTL formulas can be obtained. In Table 3, the three step columns
give the conditions for each evaluated path. Observed Timing of
step 2 column represents possible fast or slow timing information.
When loading data in step 2, fast load time corresponds to cache
hit and slow load time corresponds to cache miss. For a cache block
data removal (AR or VR ), fast data removal time indicates that the
corresponding cache block previously did not have data and slow
data removal time indicates that the corresponding cache block
previously had data. Possible Attack column indicates if the three
steps in the corresponding row represent vulnerability to an attack.
Categorization column gives a name to the attack if such exists
in a row. Finally, footnote explanations give some intuition why,
or why not, the three steps in a table row correspond, or do not
correspond, to an attack.

Through evaluation of these exhaustive combinations, we have
found in total 28 kinds of vulnerabilities. Of the 28 types of attacks
presented in this paper, 20 of them have example attacks, as shown
in Table 4. However, the existing example attacks do not cover
all possible attacks in some types. For instance, Type M vulnera-
bility can be implemented as Flush + Flush attack [18]. But other
remain-to-be-discovered attacks are also possible, e.g., Flush + Evict
attack, Evict + Evict attack, etc. Moreover, 8 of the attacks are new.
Combined by some common features, these 8 new vulnerabilities
are explained below.

4.2.1 Type A, B A�acks. For Type A, B attacks, the victim fails
to reuse its own security critical memory location in Step 2 because
there is intermediate access that removes the data from the cache
block. This implies the contention between di�erent, known mem-
ory locations from which data is removed and unknown victim’s
memory location for the same cache block.
• Victim: performsmemory access to put some security critical
memory location into the cache block.
• Attacker: removes the cache block’s data (Type A) or lets the
victim remove the cache block’s data (Type B).
• Victim: performs memory access to put some security crit-
ical memory location into the cache block again and the
attacker can observe the victim’s data load time. (Longer
time indicates this removed cache block’s memory location
of the attacker has the same index as the unknown memory
location of the victim.)

4.2.2 Type C, D, E, F A�acks. In the Type C, D, E, F attacks,
victim experiences cache hit due to attacker’s previous cache block
access in step 1, which leads to decreased cache access time. This
time di�erence is observed by the attacker.



Cache Timing Side-Channel Vulnerability Checking with Computation Tree Logic HASP ’18, June 2, 2018, Los Angeles, CA, USA
Table

3:Exhaustive
listofallpotentialthree-step

single-cache-block
accesses

for
cache

tim
ing

side-channelvulnerability
analysis.

N
um

.
Step

0
Step

1
Step

2
O
bserved

Tim
ing

of
Step

2
Possible
A
ttack

Catego-
rization

N
um

.
Step

0
Step

1
Step

2
O
bserved

Tim
ing

of
Step

2
Possible
A
ttack

Catego-
rization

N
um

.
Step

0
Step

1
Step

2
O
bserved

Tim
ing

of
Step

2
Possible
A
ttack

Catego-
rization

1
?

A
R

A
R

fast
N

1
—

51
V
R

V
R

V
1

slow
N

2
—

101
V
1

V
1

V
R

slow
N

3
—

2
A
R

A
R

A
R

fast
N

1
—

52
A
1

V
R

V
1

slow
N

2
—

102
V
x

V
1

V
R

slow
N

3
—

3
V
R

A
R

A
R

fast
N

1
—

53
V
1

V
R

V
1

slow
N

2
—

103
?

V
1

A
1

fast
N

4
—

4
A
1

A
R

A
R

fast
N

1
—

54
V
x

V
R

V
1

slow
N

2
—

104
A
R

V
1

A
1

fast
N

4
—

5
V
1

A
R

A
R

fast
N

1
—

55
?

V
R

V
x

fast/slow
N

5
—

105
V
R

V
1

A
1

fast
N

4
—

6
V
x

A
R

A
R

fast
N

1
—

56
A
R

V
R

V
x

fast/slow
N

5
—

106
A
1

V
1

A
1

fast
N

4
—

7
?

A
R

V
R

fast
N

1
—

57
V
R

V
R

V
x

fast/slow
N

5
—

107
V
1

V
1

A
1

fast
N

4
—

8
A
R

A
R

V
R

fast
N

1
—

58
A
1

V
R

V
x

fast/slow
N

5
—

108
V
x

V
1

A
1

fast
N

4
—

9
V
R

A
R

V
R

fast
N

1
—

59
V
1

V
R

V
x

fast/slow
N

5
—

109
?

V
1

V
1

fast
N

4
—

10
A
1

A
R

V
R

fast
N

1
—

60
V
x

V
R

V
x

fast/slow
Y

7
Type

B
110

A
R

V
1

V
1

fast
N

4
—

11
V
1

A
R

V
R

fast
N

1
—

61
?

A
1

A
R

slow
N

3
—

111
V
R

V
1

V
1

fast
N

4
—

12
V
x

A
R

V
R

fast
N

1
—

62
A
R

A
1

A
R

slow
N

3
—

112
A
1

V
1

V
1

fast
N

4
—

13
?

A
R

A
1

slow
N

2
—

63
V
R

A
1

A
R

slow
N

3
—

113
V
1

V
1

V
1

fast
N

4
—

14
A
R

A
R

A
1

slow
N

2
—

64
A
1

A
1

A
R

slow
N

3
—

114
V
x

V
1

V
1

fast
N

4
—

15
V
R

A
R

A
1

slow
N

2
—

65
V
1

A
1

A
R

slow
N

3
—

115
?

V
1

V
x

fast/slow
N

5
—

16
A
1

A
R

A
1

slow
N

2
—

66
V
x

A
1

A
R

slow
N

3
—

116
A
R

V
1

V
x

fast/slow
Y

6
Type

H
17

V
1

A
R

A
1

slow
N

2
—

67
?

A
1

V
R

slow
N

3
—

117
V
R

V
1

V
x

fast/slow
Y

6
Type

I
18

V
x

A
R

A
1

slow
N

2
—

68
A
R

A
1

V
R

slow
N

3
—

118
A
1

V
1

V
x

fast/slow
Y

6
Type

J
19

?
A
R

V
1

slow
N

2
—

69
V
R

A
1

V
R

slow
N

3
—

119
V
1

V
1

V
x

fast/slow
Y

6
Type

K
20

A
R

A
R

V
1

slow
N

2
—

70
A
1

A
1

V
R

slow
N

3
—

120
V
x

V
1

V
x

fast/slow
Y

7
Type

L
21

V
R

A
R

V
1

slow
N

2
—

71
V
1

A
1

V
R

slow
N

3
—

121
?

V
x

A
R

fast/slow
N

5
—

22
A
1

A
R

V
1

slow
N

2
—

72
V
x

A
1

V
R

slow
N

3
—

122
A
R

V
x

A
R

fast/slow
Y

7
Type

M
23

V
1

A
R

V
1

slow
N

2
—

73
?

A
1

A
1

fast
N

4
—

123
V
R

V
x

A
R

fast/slow
Y

7
Type

N
24

V
x

A
R

V
1

slow
N

2
—

74
A
R

A
1

A
1

fast
N

4
—

124
A
1

V
x

A
R

slow
N

8
—

25
?

A
R

V
x

fast/slow
N

5
—

75
V
R

A
1

A
1

fast
N

4
—

125
V
1

V
x

A
R

slow
N

8
—

26
A
R

A
R

V
x

fast/slow
N

5
—

76
A
1

A
1

A
1

fast
N

4
—

126
V
x

V
x

A
R

fast/slow
Y

7
Type

O
27

V
R

A
R

V
x

fast/slow
N

5
—

77
V
1

A
1

A
1

fast
N

4
—

127
?

V
x

V
R

fast/slow
N

5
—

28
A
1

A
R

V
x

fast/slow
N

5
—

78
V
x

A
1

A
1

fast
N

4
—

128
A
R

V
x

V
R

fast/slow
Y

7
Type

P
29

V
1

A
R

V
x

fast/slow
N

5
—

79
?

A
1

V
1

fast
N

4
—

129
V
R

V
x

V
R

fast/slow
Y

7
Type

Q
30

V
x

A
R

V
x

fast/slow
Y

7
Type

A
80

A
R

A
1

V
1

fast
N

4
—

130
A
1

V
x

V
R

slow
N

8
—

31
?

V
R

A
R

fast
N

1
—

81
V
R

A
1

V
1

fast
N

4
—

131
V
1

V
x

V
R

slow
N

8
—

32
A
R

V
R

A
R

fast
N

1
—

82
A
1

A
1

V
1

fast
N

4
—

132
V
x

V
x

V
R

fast/slow
Y

7
Type

R
33

V
R

V
R

A
R

fast
N

1
—

83
V
1

A
1

V
1

fast
N

4
—

133
?

V
x

A
1

fast/slow
N

5
—

34
A
1

V
R

A
R

fast
N

1
—

84
V
x

A
1

V
1

fast
N

4
—

134
A
R

V
x

A
1

fast/slow
Y

6
Type

S
35

V
1

V
R

A
R

fast
N

1
—

85
?

A
1

V
x

fast/slow
N

5
—

135
V
R

V
x

A
1

fast/slow
Y

6
Type

T
36

V
x

V
R

A
R

fast
N

1
—

86
A
R

A
1

V
x

fast/slow
Y

6
Type

C
136

A
1

V
x

A
1

fast/slow
Y

7
Type

U
37

?
V
R

V
R

fast
N

1
—

87
V
R

A
1

V
x

fast/slow
Y

6
Type

D
137

V
1

V
x

A
1

fast/slow
Y

7
Type

V
38

A
R

V
R

V
R

fast
N

1
—

88
A
1

A
1

V
x

fast/slow
Y

6
Type

E
138

V
x

V
x

A
1

fast/slow
Y

6
Type

W
39

V
R

V
R

V
R

fast
N

1
—

89
V
1

A
1

V
x

fast/slow
Y

6
Type

F
139

?
V
x

V
1

fast/slow
N

5
—

40
A
1

V
R

V
R

fast
N

1
—

90
V
x

A
1

V
x

fast/slow
Y

7
Type

G
140

A
R

V
x

V
1

fast/slow
Y

6
Type

X
41

V
1

V
R

V
R

fast
N

1
—

91
?

V
1

A
R

slow
N

3
—

141
V
R

V
x

V
1

fast/slow
Y

6
Type

Y
42

V
x

V
R

V
R

fast
N

1
—

92
A
R

V
1

A
R

slow
N

3
—

142
A
1

V
x

V
1

fast/slow
Y

7
Type

Z
43

?
V
R

A
1

slow
N

2
—

93
V
R

V
1

A
R

slow
N

3
—

143
V
1

V
x

V
1

fast/slow
Y

7
Type

A
A

44
A
R

V
R

A
1

slow
N

2
—

94
A
1

V
1

A
R

slow
N

3
—

144
V
x

V
x

V
1

fast/slow
Y

6
Type

A
B

45
V
R

V
R

A
1

slow
N

2
—

95
V
1

V
1

A
R

slow
N

3
—

145
?

V
x

V
x

fast
N

4
—

46
A
1

V
R

A
1

slow
N

2
—

96
V
x

V
1

A
R

slow
N

3
—

146
A
R

V
x

V
x

fast
N

4
—

47
V
1

V
R

A
1

slow
N

2
—

97
?

V
1

V
R

slow
N

3
—

147
V
R

V
x

V
x

fast
N

4
—

48
V
x

V
R

A
1

slow
N

2
—

98
A
R

V
1

V
R

slow
N

3
—

148
A
1

V
x

V
x

fast
N

4
—

49
?

V
R

V
1

slow
N

2
—

99
V
R

V
1

V
R

slow
N

3
—

149
V
1

V
x

V
x

fast
N

4
—

50
A
R

V
R

V
1

slow
N

2
—

100
A
1

V
1

V
R

slow
N

3
—

150
V
x

V
x

V
x

fast
N

4
—

1
O
bserved

tim
ing

ofstep
2’sdata

rem
ovalw

illalw
aysbe

fast,because
data

in
thiscache

block
isalready

rem
oved

in
Step

1.
2
O
bserved

tim
ing

ofstep
2’sdata

accessing
w
illalw

aysbe
slow

,because
data

in
thiscache

block
isrem

oved
in
Step

1.
3
O
bserved

tim
ing

ofstep
2’sdata

rem
ovalw

illalw
aysbe

slow
,because

data
in

thiscache
block

isaccessed
in
Step

1.
4
O
bserved

tim
ing

ofstep
2’sdata

accessing
w
illalw

aysbe
fast,because

data
in

thiscache
block

isalready
accessed

in
Step

1.
5
Victim

’sbehaviorfrom
tim

ing
observation

cannotbe
interpreted

because
there

are
di�erentpossibilitiesexisting

fordi�erentsubsetsofStep
0.

6
O
bserved

tim
ing

ofStep
2
dependson

w
hethervictim

’sunknow
n
addressin

Step
1
orStep

2
m
apsto

the
sam

e
cache

block
as

attacker’s
know

n
address.Fasttim

ing
m
eans

the
sam

e
cache

block
is
m
apped,w

hile
slow

tim
ing

m
eans

the
opposite

situation.
7
O
bserved

tim
ing

ofStep
2
depends

on
w
hethervictim

’s
unknow

n
address

in
Step

1
orStep

2
have

the
sam

e
index

in
the

cache
as

attacker’s
orvictim

’s
know

n
address.Slow

tim
ing

m
eans

they
have

the
sam

e
index,w

hile
fasttim

ing
m
eans

the
opposite

situation.
8
O
bserved

tim
ing

ofstep
2’s

data
rem

ovalw
illalw

ays
be

slow
,because

data
in

this
cache

block
is
accessed

in
Step

0
no

m
atterw

hat
step

1’sV
x
addressis.



HASP ’18, June 2, 2018, Los Angeles, CA, USA S. Deng et al.

Table 4: Di�erent types of cache timing side-channel attack vulner-
abilities extracted from all possible combinations listed in Table 3
and their relations with existing attack categorizations or known
attack examples.

CTL Format of the Attack
Categori-
zation in

this
paper

Categori-
zation in
[22][27]

Categori-
zation
in [41]

Known
Attack
Example

EF (E (E (Vx U AR ) U Vx )) Type A — —
EF (E (E (Vx U VR ) U Vx )) Type B — —
EF (E (E (AR U A1 ) U Vx )) Type C — —
EF (E (E (VR U A1 ) U Vx )) Type D — —
EF (E (E (A1 U A1 ) U Vx )) Type E — —
EF (E (E (V1 U A1 ) U Vx )) Type F — —
EF (E (E (Vx U A1 ) U Vx )) Type G Type 1 — (1)
EF (E (E (AR U V1 ) U Vx )) Type H Type 3 Type IV (2)
EF (E (E (VR U V1 ) U Vx )) Type I Type 3 Type IV (2)
EF (E (E (A1 U V1 ) U Vx )) Type J Type 3 Type IV (2)
EF (E (E (V1 U V1 ) U Vx )) Type K Type 3 Type IV (2)
EF (E (E (Vx U V1 ) U Vx )) Type L — Type II (3)
EF (E (E (AR U Vx ) U AR )) Type M — — (4)
EF (E (E (VR U Vx ) U AR )) Type N — — (4)
EF (E (E (Vx U Vx ) U AR )) Type O — — (4)
EF (E (E (AR U Vx ) U VR )) Type P — — (4)
EF (E (E (VR U Vx ) U VR )) Type Q — — (4)
EF (E (E (Vx U Vx ) U VR )) Type R — — (4)
EF (E (E (AR U Vx ) U A1 )) Type S Type 4 Type III (5)
EF (E (E (VR U Vx ) U A1 )) Type T Type 4 Type III (5)
EF (E (E (A1 U Vx ) U A1 )) Type U Type 2 Type I (6)
EF (E (E (V1 U Vx ) U A1 )) Type V — —
EF (E (E (Vx U Vx ) U A1 )) Type W Type 4 Type III (5)
EF (E (E (AR U Vx ) U V1 )) Type X Type 3 Type IV (2)
EF (E (E (VR U Vx ) U V1 )) Type Y Type 3 Type IV (2)
EF (E (E (A1 U Vx ) U V1 )) Type Z — —
EF (E (E (V1 U Vx ) U V1 )) Type AA — Type II (3)
EF (E (E (Vx U Vx ) U V1 )) Type AB Type 3 Type IV (2)
(1) Evict + Time attack [29]. (4) Flush + Flush attack [18].
(2) Cache Collosion attack [7]. (5) Flush + Reload attack [37, 38], Evict + Reload attack [19].
(3) Bernstein’s attack [5]. (6) Prime + Probe attack [29, 30], Alias-driven attack [20].

• Attacker: removes the cache block’s data (Type C) or lets the
victim remove the cache block’s data (Type D) or accesses a
cache block at a known memory location (Type E) or drives
the victim to access a cache block at knownmemory location
(Type F).
• Attacker: accesses the cache block with known memory
location again.
• Victim: performsmemory access to put some security critical
memory location into the cache block and the attacker can
observe the victim’s data load time. (Shorter data access
time indicates victim’s address of security critical memory
location maps to the same cache block as attacker’s known
memory location.)

4.2.3 Type V A�ack. In this attack, there is contention between
knownmemory address of the victim and unknown victim’s address
for the same cache block:
• Victim: performs memory access to put corresponding mem-
ory location known to the attacker into the cache block.
• Victim: performsmemory access to put some security critical
memory location into the cache block.
• Attacker: accesses the same memory location as victim’s
known address, observes if there is a hit or a miss due to
contention with victim’s prior accesses. (A miss indicates
attacker’s memory location has the same index as unknown
victim’s security critical memory access.)

4.2.4 Type Z A�ack. In the Type Z attack, the victim fails to
reuse attacker’s same known initial memory location because of
the intermediate unknown victim’s memory access. This implies
the contention between di�erent known memory location and
unknown victim’s memory location for the same cache block.

• Attacker: performs memory access to put corresponding
memory location known to itself into the cache block.
• Victim: performsmemory access to put some security critical
memory location into the cache block.
• Victim: accesses the cache block at the same location as
the attacker; attacker observes the timing to derive victim’s
hit or miss information. (Longer time indicates this known
victim’smemory location has the same index as the unknown
memory location of the victim.)

4.3 Analysis of Three-Step
Single-Cache-Block-Access Model

In the following discussion, we will analyze why three-step single-
cache-block-access model can cover all possible cache timing side-
channel vulnerabilities based on our threat model, while less-than-
three-step model is inadequate, and why using more steps is not
necessary. Let � denotes the number of single-cache-block accesses
in one attack, � denotes the number of single-cache-block accesses
in a model to model all possible attacks. �, � , n 2 Z+.

We �rst show the model needs at least three accesses to model
all possible attacks (� > 2) by proof of contradiction. If � 6 2, the
model with � accesses cannot model Type A vulnerability, which
is required to have three single-cache-block accesses by victim,
attacker and victim, respectively. This contradicts the assumption
that a model with � accesses can model all attacks. Therefore, � > 2.

We want to show the model with � = 3 accesses can model all
possible attacks with any � accesses. (i) For � = 1, interference
between attacker’s and victim’s access to a cache block, or between
two accesses of the victim is not possible, thus no attack can be
achieved by one access. (ii) For � = 2, we can use the three-step
model by setting Step 0 to be?– this �rst single-cache-block access
gives no information and thus the next two steps form a two-step
single-cache-block accesses. As shown in the exhaustive lists of
Table 3, there is no attacks with Step 0 being ?. (iii) For � = � = 3,
the model has the same number of steps as the attack. Table 3
gives exhaustive list of all possible three-step single-cache-block
accesses and shows that there are 28 types of attacks, thus � can
be 3 and � = 3 can cover this condition. (iv) For � > 3, let �⇤
denote the number of accesses in a cache access sequence that has
the property: If the sequence of � access can form an attack, the
sequence of �⇤ access must also be an attack. The sequence of �-
step single-cache-block accesses can be reduced to �⇤-step accesses
based on following rules:

(1) If single cache block accesses have a sub-pattern such as {
... ? ...}, they can be divided into two separate parts,
based on the position of?. The original �⇤-step single-cache-
block-access model can then be reduced by at least 1 step
for each of the two separate patterns. Each pattern can be
recursively analyzed again.

(2) If the remaining single cache block accesses have a pattern
such as {...  AR  AR  ...}, {...  AR  VR  ...},
{...  VR  AR  ...}, {...  VR  VR  ...}, {...  
A1  A1  ...}, {...  A1  V1  ...}, {...  V1  
A1  ...}, {...  V1  V1  ...}, {...  Vx  Vx  ...},
due to the repeat single cache block location accessed, they
can be reduced to {...  AR  ...}, {...  VR  ...},
{...  AR  ...}, {...  VR  ...}, {...  A1  ...},
{...  V1  ...}, {...  A1  ...}, {...  V1  ...},
{... Vx  ...}, respectively. Therefore, �⇤ can be reduced
to (�⇤ � 1). Each pattern can be recursively analyzed again.

(3) Following the above two rules, either �⇤ 6 3 holds, or the fol-
lowing sub-patterns in the single-cache-block access pattern
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still exist: {... (AR/VR/A1/V1)  Vx  (AR/VR/A1/V1)  
...} or {...  Vx  (AR/VR/A1/V1)  Vx  ...}. These
two patterns map to known vulnerabilities listed in Table 4:
Type M, N, P, Q, S, T, U, V, X, Y, Z, AA for the �rst sub-pattern
(Except 4 combinations derived from {...  (A1/V1)  
Vx  (AR/VR )  ...} where slow data removal time is cer-
tain because of Step 0’s known data accessing and timing
observation of AR/VR is always slow), and Type A, B, G and
L for the second sub-pattern. Therefore, the longer pattern
of multiple cache block accesses will always be matched by
these known three-step vulnerability patterns: �⇤ can be
always reduced to less than or equal to three steps, which
can be covered by �-step modeling where � equals to 3.

In conclusion, � = 3, which shows three-step single-cache-block-
access model can cover all possible timing cache side-channel vul-
nerabilities based on our threat model and is the most simpli�ed
model. At the same time, modeling paths having more than three
steps can be reduced to three steps only.

5 VULNERABILITY CHECKING
Given the CTL formulas for potential vulnerabilities, they need to be
applied to a cache for actual veri�cation of the given cache design.
The complexity of the checking depends on the cache architecture.
Core ideas of the vulnerability checking in this Section are:
• Modeling state transitions of each cache block as a compu-
tation tree derived from the Kripke structure based on the
cache controller logic.
• Bounding number of states of the execution paths in the
computation tree according to the three-step model.
• Mapping each step of three-step single-cache-block-access
model to the states in the computation tree and checkwhether
the CTL formulas for each attack in Table 4 hold or not.

5.1 Bounded Checking with Three-Step
Single-Cache-Block-Access Rule

Figure 3 shows a simpli�ed cache state machine (described as a
Kripke structure) targeting on only one single cache block and
using “ld” instruction accessing as the example. It follows Figure 2,
but with s5 (“force evict”) and s6 (”bypass”) states omitted. For
each element of the Kripke structure M = < N, I ,� ,R >, N =
{s0, s1, s2, s3, s4}, I = s0, � = {s0 ! {probe}, s1 ! {hit}, s2 !
{miss}, s3 ! {replace}, s4 ! {return data}}, R = {s0 * s1, s0 *
s2, s1 * s4, s2 * s3, s3 * s4, s4 * s0}. The cache starts in s0
state (“probe”) – consequently the computation tree is rooted at the
s0 state. From there, for all possible addresses of data in the cache
block (for the Figure example addresses are 1 bit, so there are 2
possible values) and for all the possible memory requests (again,
two possibilities for the address in Figure 3), a computation tree is
built by enumerating all the possible transitions. The computation
tree for the example is shown on the right-hand side of Figure 3.

From the s0 state (“probe”) the tree is built, and di�erent states
are explored in the execution paths. Eventually, each path will reach
the s4 state (“return data”). This is equivalent to having �nished one
single-cache-block-access operation. For our proposed modeling,
total of three operations are needed, thus each path is explored
further. From s4 state (“return data”) the s0 state (“probe”) is visited,
and again all the possible paths inputs are considered. Note, this
time the data in the cache block is �xed (it is the data in the block
at the prior s4 state (“return data”)) so only di�erent cache inputs
are considered but not di�erent states of that block. Going forward,
each path will have s4 state (“return data”) again (end of second
single-cache-block access). The tree is further expanded until third

s
0

s
1

s
4

s
2

{probe}

{miss}

{replace}

s
3

{return
data}

{hit}

Unfold from s
0
 to 

computation tree

(s
0
,0)

(s
1
,1) (s

2
,1)

(s
3
,2)(s

4
,2)

(s
0
,3) (s

4
,3)

(s
0
,4)(s

1
,4) (s

2
,4)

(s
3
,5)(s

4
,5)

(s
0
,6) (s

4
,6)

(s
0
,7)(s

1
,7) (s

2
,7)

(s
1
,5) (s

2
,5)

(s
3
,6)(s

4
,6)

(s
0
,7) (s

4
,7)

(s
1
,8) (s

2
,8)(s

3
,8)(s

4
,8)

(s
4
,9)

(s
1
,8) (s

2
,8)

(s
1
,8) (s

2
,8)(s

3
,9)(s

4
,9)

(s
4
,10)

(s
0
,7)

(s
3
,9)(s

4
,9)

(s
4
,10) (s

3
,10)(s

4
,10)

(s
4
,11)

Step 0

Step 1

Step 2

Figure 3: Simpli�ed sample cache controller Kripke structure, fol-
lowing Figure 2, butwith the s5 state (force evict) and s6 state (bypass)
omitted; and the resulting computation tree of three-step single-
cache-block-access model. For convenience, each node in the tree
is composed of a pair indicating the state in the Kripke structure
and the level of the node in the tree.
s4 state (“return data”) is reached on each path. Di�erent caches,
especially secure caches, may have many di�erent intermediate
states so the tree can become quite complicated, but will have
similar structure and each path will be bounded.

Based on the discussion of Section 4, known cache side-channel
vulnerabilities can be represented by the three-step model. Thus,
checking states of three single-cache-block accesses is enough to
verify di�erent possibilities of cache timing side-channel vulnera-
bilities for di�erent caches.

5.2 Secure Cache Model Checking with CTL
In order to prevent di�erent types of cache timing side-channel
vulnerabilities listed in Table 4, the designs of secure caches should
not allow paths which correspond to the vulnerability to exist in the
state transition of cache’s computation tree unfolded from cache’s
Kripke structure.

When a secure cache is implemented and a computation tree
similarly as right-hand side of Figure 3 is derived from the corre-
sponding Kripke structure, in order to check formula derived from
Section 4 with each step under the condition from Table 2, primitive
propositions (2P ) for each state should have: address of the data in
the cache block, whom the addresses belong to (victim or attacker)
and condition of that block (“probe”, “hit”, “miss”, “�ushing”, etc.).
Other primitive propositions should be removed using predicate
abstraction [17] to simplify the state machine. With the above in-
formation for each state, a mapping function from the primitive
propositions to conditions described in Table 2 can be derived and
which condition one state corresponds to can be obtained. Each
of the 28 types of cache timing side-channel vulnerabilities in the
form of CTL formula will then be checked one by one based on
the mapping function to see if the represented vulnerabilities exist
in the computation tree for each single cache block of the secure
cache designs.

5.3 Towards Veri�cation of Secure Caches
As the number of states in each path of the tree is �nite, it is possible
to use Bounded Modeling Checking (BMC) [6] for the vulnerabil-
ity checking. There are existing tools that allow for performing
bounded modeling checking for CTL logic. UPPAAL [25] is an in-
tegrated tool environment to model, simulate and verify real-time
embedded systems. RuleBase [4] is an industry-oriented formal
veri�cation tool to formally verify critical portions of hardware
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designs. NuSMV 2 [8] takes SMV modeling language with CTL
speci�cations to do model checking.

Our ongoing work is on implementation of various secure cache
designs and using the tools listed above to check for existence of
potential vulnerabilities in the di�erent cache designs. We expect
the three-step bounded single-cache-block-access model will allow
for fast, practical veri�cation of cache architectures.

6 CONCLUSION
Cache timing side-channel vulnerabilities based on cache access
and timing di�erences are getting more and more attention and
represent an increasing threat. In this work, we use Computation
Tree Logic to model execution paths of the processor cache logic
and derive Computation Tree Logic formulas representing vulnera-
bilities to cache attacks. Based on the study of cache timing side-
channel vulnerabilities, we propose that for existing cache timing
side-channel vulnerabilities, a three-step single-cache-block-access
model is able to cover all the possibilities for potential attacks. We
presented 28 types of vulnerabilities based enumeration of all po-
tential three-step execution paths, 20 of which map to the known
attack categories or have been previously demonstrated, while 8
of which are new. We also show how existing tools for bounded
model checking can be used with our approach and can help with
security veri�cation of processor caches.
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